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ABSTRACT

Digital images and videos are generally degraded by noise due to malfunctioning

of imaging devices, transmission errors, and environmental conditions. A plethora

of image denoising techniques have been studied to tackle the denoising problem in

spatial-domain, transform-domain, and hybrid domain, which can also be classified

as local or non-local. In past few years, non-local denoising methods such as the

non-local means (NLM) and BM3D algorithms have gained much attention in image

processing community.
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Chapter 1

Introduction

This Chapter provides a brief description of image denoising and its goals. The mo-

tivation and objectives of the present research work are presented. It also highlights

the organization of the thesis.

1.1 Background

Digital images play an important role in our daily life due to rapid growth in mul-

timedia technologies. The noise in digital images provides unpleasant effects, which

may be caused by malfunctioning of camera sensors, transmission errors, faulty mem-

ory locations, timing errors in analog-to-digital converters, mechanical instabilities in

image scanners, and environmental conditions like poor illumination [1, 2].

Note: To insert the figures in proper format, i used MS visio software.

Import the matlab figures in eps format to visio software and then go to

fit to drawing option in visio and save it as .pdf format.

if you do not want to use Visio, use MATLAB 2019 or later, to save the

images in cropped form. In Matlab 2019 or later, the saved images are

already in cropped form in eps format. No extra white space will come.

Image denoising is basically an estimation process to reconstruct the original image

from the noisy observations, while preserving the important non-linearities present in

Degradation 

function

(+) or (X) etc.

Noise

Noisy image

Denoising

process

Denoised imageClean image

Figure 1.1: Image degradation due to noise, and denoising model
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an image. Usually, there is a trade-off between noise suppression and the preserva-

tion of key image details. Therefore, image denoising remains an active fundamental

research problem, which has attracted researchers to perform better denoising in the

presence of high noise [3].

1.2 Motivation for the present research work

Image denoising is a preprocessing task in high level image processing applications

to extract some useful information or key features. An extensive literature of linear

and non-linear image denoising algorithms reveals how an image denoising problem

can be solved in spatial domain [4], transform domain [5], and hybrid domain [6], but

there is still room available for improving the performance of denoising algorithms

and overcoming their limitations. The main goals of image denoising are described

below:

• The homogeneous or flat regions in an image should be as smooth as possible.

• Important image details such as edges, textures and corners should be well

preserved and they should not be blurred or sharpened.

• No artifacts such as staircase and ringing should appear in the restored image.

************************************* *************************************

*************************************

*************************************

1.3 Problem statement

There are several factors which may cause degradation of images. However, the

present research work mainly concentrates on the removal of Gaussian noise from

digital images .................................. algorithms. To improve their performance, the

relevant parameters are adaptively selected on the basis of natural properties of local

regions in the images. The objectives of the thesis are summarized as follows:

i) To study the existing image denoising techniques available in the literature and

identify the critical issues influencing their performance.

ii) To develop an algorithm to change the smoothing parameter in the NLM algo-

rithm adaptively based on region characteristics.

2



1.4 Organization of the thesis

The research work presented in the thesis is organized and structured in the form of

seven chapters, which are briefly described as follows:

i) Chapter 1 ************************

ii) Chapter 2 ........................

iii) Chapter 3 ......................

iv) Chapter 4 .........................

v) Chapter 5 ...........................

vi) Chapter 6 ...............................

vii) Chapter 7 concludes the thesis with overall discoveries of the present research

work. The scope for future work is also mentioned.

3





Chapter 2

Literature review

This Chapter presents a survey of most commonly used noise models for digital image

processing. .......

2.1 Section-I

Noise models............................

v(i) = u(i) + η(i) (2.1.1)

2.1.1 Subsection-I

Gaussian noise is also known as electronic noise [7, 8].

Figure 2.1: Probability density function for Gaussian noise

2.2 Review of algorithms

Image denoising techniques have been extensively studied to solve the denoising prob-

lem for Gaussian noise and vast literature is available in this area.....................
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Bilateral filter
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Median filter

Total variation

 filter
Anisotropic

 diffusion
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 domain

Transform 

domain
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Filters

Nonlinear 

Filters

Mean filter

Gaussian filter

Wiener filter

etc.

Shrinkage 

process
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Tetrolets
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Transforms

DCT

VisuShrink
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NeighShrink
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BiShrink

LAPB

ProbShrink

SURE-LET

etc.

BLS-GSM

Shrinkage

 rules

Threshold estimation 

methods

BM3D

LPG-PCA

WNNM

LSSC

HOSVD

K-SVD

PLOW
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NCSR

PGPCA

NLFMT, BFMT
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Hard

Soft

Hyberbola

Firm

Garrot

SCAD

etc.

DA3D

Figure 2.2: A brief overview of image denoising algorithms
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2.2.1 Subsection -I

Subsubsection-I

Spatial domain linear ...............................

w(i, j) =
w′(i, j)∑
j w

′(i, j)
such that w′(i, j) =

 1,

0,

if j ∈ v(Ni)

otherwise
(2.2.1)

2.3 Summary

In this Chapter, a survey of various image denoising techniques in spatial, transform,

and hybrid domains has been presented. Various image denoising schemes................................

7





Chapter 3

Title of Chapter 3

The choice of smoothing parameter plays an important role in the denoising perfor-

mance of NLM algorithm as described in Chapter 2.

3.1 Background

To preserve the inherent non-linearities of an image effectively, the weights in NLM

algorithms are selected on the basis of similarity measure and smoothing parame-

ter.............

(a)

(b)

Figure 3.1: a) Illustration of various regions in an image b) Variation of MSE
with respect to scaling constant k′ used in smoothing parameter h for pixels lying in
different regions at σ = 20
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As described previously, the noisy image pixel v(i) at location i = [pi, qi] containing

i.i.d Gaussian noise η with distribution N (0, σ2) is modeled as

v(i) = u(i) + η(i) (3.1.1)

3.2 Proposed algorithm

An image contains different types of regions such as homogeneous (e.g. smooth) and

non-homogeneous (e.g. edges,textures etc.) regions. .....................

3.2.1 Title of subsection

Let Ri be a region of size R × R centered on a pixel i in the noisy image V . The

region Ri is divided into ................

F =



f1,1 f1,2 . . f1,n

f2,1 f2,2 . . f2,n

. . . .

. . . .

fm,1 fm,2 . . fm,n


(3.2.1)

3.3 Experimental results

This section presents quantitative and qualitative results of the proposed algorithm

(GRANLM) shown in terms of peak signal to noise ratio (PSNR) in dB, visual quality

and method noise [9].

3.3.1 Choice of parameters in the proposed algorithm

For calculating the ....................................

Table 3.1: Denoising results in terms of PSNR(dB) for several combinations of search
region size and patch size at σ = 20

Search region size Peppers Barbara
Patch size 3× 3 5× 5 7× 7 9× 9 11× 11 3× 3 5× 5 7× 7 9× 9 11× 11

9× 9 ..... ..... ..... - - ....... ....... ..... - -
11× 11 ..... ..... .... .... - .... .... .... .... -
13× 13 .... .... .... .... .... .... .... ..... ..... 26.5759
15× 15 .... ..... ..... ..... ..... ..... ..... ..... ..... .....
17× 17 .... ..... ..... 29.8967 29.8892 27.7309 28.0336 27.9060 27.8226 27.7377
19× 19 29.8931 29.9918 29.8429 29.9114 29.8252 27.5868 27.9062 27.8153 27.6665 27.7043
21× 21 29.7556 29.8558 29.4792 29.5306 29.6600 27.5175 27.8335 27.6800 27.5971 27.5138

10



3.4 Summary

summary of the chapter
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Chapter 4

Title of Chapter 4

In addition to the issue of global smoothing parameter in NLM algorithm as discussed

in Chapter 3, the selection of search size is another critical issue that also affects the

performance of NLM algorithm.

4.1 Introduction

NLM algorithm exploits the self-similarities present in the whole image or a predefined

search region of fixed size [10, 11].

(a)

(b) (c) (d)

Figure 4.1: Mean square error (MSE) with respect to different search region size
for standard cameraman image at σ = 20 a) Illustration of various regions b) smooth
region c) edge region d) texture region
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4.2 Section-I

The core idea of the proposed .......................

4.3 Experimental results

In this section, ............................

4.3.1 Choice of parameters in the proposed methods

........................

4.4 Summary

In this chapter, .......................

13





Chapter 5

Titile of chapter-5

The shape of a local window ................... noise.

5.1 Introduction

Wavelet-based image denoising ........................

5.2 Section-I

5.2.1 Subsection-I

Let u(i) and v(i) .............

v(i) = u(i) + η(i) (5.2.1)

5.3 Proposed approach

The shape of the local window i.....................

Discrete 

Wavelet 

Transform

(DWT)

Estimation of 

Noise level

Identification of 

anisotropic shaped 

region for each wavelet 

coefficient using a 

statistical approach

Estimation of 

original signal 

variance

Thresholding of noisy 

wavelet coefficients using 

estimated signal variance 

in wiener filtering/ 

Bayes-Shrink algorithms

Inverse Discrete 

Wavelet 

Transform

(IDWT)

Denoised 

image

Noisy image

Figure 5.1: Block diagram of the proposed approach
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5.3.1 Subsection

Let Ri be a ......

5.4 Experimental results

In this section, .............................

5.4.1 Choice of parameters in the proposed approach

For all experiments, ...................................

5.5 Summary

In this chapter, ....................
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Chapter 6

Chapter-6 title

This Chapter explores the .........................

6.1 Introduction

Generally, non-local methods ...............................

6.2 Fusion of spatial and wavelet-based methods

The performance of NLM .................. In order to highlight the limitations of non-

local and wavelet-based methods, the denoised results obtained by using NLM [11],

Bayes-Shrink [12], and Neigh-Shrink [13] algorithms at σ = 30 for standard Baboon

image are presented in Fig. 6.1.

(a) (b)

(c) (d)

Figure 6.1: Denoised Baboon image using various denoising methods at σ = 30 a)
clean b) NLM c) Bayes-Shrink d) Neigh-Shrink with corresponding zoomed regions

17



6.3 Adaptive BM3D algorithm

6.3.1 Conventional BM3D algorithm

Block-matching in three-dimensions (BM3D) method ...................BM3D algorithm is

basically a two-stage method as shown in Fig. 6.2, where each stage mainly consists

of three steps named as grouping, collaborative filtering, and aggregation.

Grouping by block 

matching

3D 

transform

Hard 

thresholding

Inverse

3D transform

Block-wise 

estimates

3D Group of 

patches from noisy 

image

Aggregation

Weights B
a
si

c 
e

st
im

a
te

Grouping by block 

matching

3D 

transform

3D Group of patches 

from noisy and basic 

estimate images

Wiener 

thresholding

Inverse

3D transform

Block-wise 

estimates
Aggregation

Weights

Stage-I Stage-II

Noisy

image

Final 

denoised

image

Collaborative 

filtering

Collaborative 

filtering

R R

Figure 6.2: Block diagram of the conventional BM3D approach

6.3.2 Proposed BM3D method

To improve the denoising performance of BM3D algorithm f.........................

6.4 Experimental results

The performance of the proposed approaches is measured qualitatively and quantita-

tively ...............

6.4.1 Fusion of spatial and transform domain approaches

Various spatial and transform domain ..........................

6.5 Summary

This chapter presents ..................

18



Chapter 7

Conclusions and future directions

The research work presented in this thesis mainly .....................

7.1 Conclusions

The research work embodied in this thesis has addressed the problem of ..........................

7.2 Scope for future study

There are many issues in ...........................

• The present research work can be extended to .......................

• Images may be affected by multiple degradations like blur along with noise. ......

• Some new features may be exploited to enhance the denoising performance of

the proposed algorithms.

• The proposed approaches can be extended to .................
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